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Abstract - This paper analyzes a DRAM sense amplifier (SA) 

architecture employing an offset cancellation technique using 

parasitic bit-line capacitance. The offset is stored through a 

diode-connected configuration without requiring additional 

calibration circuits, enabling a compact design. A prototype 

was fabricated in a TSMC 65 nm CMOS process and operated 

at 400 MHz. A built-in self-test (BIST) evaluates sensing 

accuracy by performing repeated write-and-read operations 

across 64 SAs. Measurements show that the standard deviation 

of input-referred offset decreases with longer offset cancellation 

(OC) time and saturates near 5 ns, indicating an optimal trade-

off between performance and power. The main sensing (MS) 

duration has minimal effect on offset characteristics, 

confirming that a 5 ns MS period ensures reliable operation. 

The architecture achieves effective offset cancellation with 

minimal overhead, making it well suited for scaled DRAM 

applications. 
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I. INTRODUCTION  

 As DRAM technology advances toward higher bit densities, 

aggressive process scaling is essential. This scaling not only 

reduces the physical dimensions of the cell capacitor but also 

shrinks the footprint of peripheral circuits such as the sense 

amplifier (SA) [1]. However, these benefits come with 

significant challenges. The downscaling of the cell capacitor 

leads to a substantial decrease in cell capacitance, thereby 

tightening the required sensing margin to reliably distinguish 

between logical states, as shown in Fig. 1. At the same time, 

the scaling of the SA imposes stricter constraints on its 

design, particularly in terms of device matching [2]. More 

specifically, as the area of individual transistors continues to 

shrink, they become increasingly susceptible to process-

induced variations, which can manifest as threshold voltage 

mismatches within the SA, as shown in Fig. 2. These 

mismatches degrade the sensing accuracy and, in severe 

cases, may lead to sensing failures due to incorrect bit 

decisions. To address this, offset-cancellation techniques 

have been introduced to restore sensing reliability [3]-[7].  
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Figure 1. Charge sharing and its magnitude with cell capacitance 
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Figure 2. Challenges of scaling in sense amplifier 

 

By actively compensating for internal offsets, these 

techniques improve both sensing precision and yield in 

deeply scaled DRAM technologies. In this work, we focus 

on one such architecture presented in [7], which integrates 

an offset-cancellation mechanism within the SA. We present 

the full design implementation of this structure in silicon, 

followed by detailed measurement and analysis to evaluate 

its effectiveness in mitigating process-induced mismatches 

and maintaining robust sensing performance under scaled 

conditions. The remainder of this paper is organized as 

follows: Section I provides the background and motivation 

for this work. Section II describes the design methodology 
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and implementation details. Section III presents the 

measurement results and analysis. Finally, Section IV 

concludes the paper with a summary of key findings. 
  

  
II. DESIGN METHODOLOGY 

A. Basic Concept of Offset-Cancellation Technique 

In scaled DRAM technologies, the sense amplifier (SA) 

becomes increasingly vulnerable to input-referred offset due 

to device mismatch, which arises primarily from random 

variations in threshold voltage (ΔVTH), mobility, and gate 

dimensions of constituent transistors. These mismatches 

translate into imbalanced current drive between the pull-up 

and pull-down paths of the differential SA, thereby shifting 

the effective trip point and inducing a static offset voltage 

(VOS). Given that the SA operates as a dynamic latched 

comparator, such offset voltage directly degrades sensing 

accuracy, especially when the signal amplitude is reduced 

due to shrinking cell capacitance. 

To mitigate this issue, offset-cancellation techniques are 

employed to suppress the input-referred offset prior to final 

sensing. A common approach involves precharging the SA 

input nodes to a known reference level and storing the 

internal offset as a differential voltage across a capacitor. 

This stored offset is then subtracted, effectively centering the 

SA's decision threshold. Such offset-cancellation techniques 

are conventionally implemented by inserting a series 

capacitor between the SA input and its sensing path, 

allowing the internal offset to be stored as a voltage drop 

across the capacitor and subsequently subtracted. However, 

in DRAM applications, parasitic capacitors connected in 

parallel to the SA inputs can be utilized to store the offset. 

While offset information stored on a parallel capacitor can 

be overwritten by the input signal in conventional circuits, 

DRAM-specific charge-sharing mechanisms inherently 

allow this approach to function reliably. Since the bit-line 

signal is transferred through charge redistribution rather than 

direct driving, the stored offset on the parallel capacitor 

remains largely preserved, enabling effective cancellation 

even without series insertion. 

In actual circuits, the cancellation operation is performed 

using a diode-connected configuration rather than a 

conventional unity-gain feedback amplifier. In this 

approach, each NMOS input transistor is configured in a 

diode-connected manner, allowing threshold voltage VTH to 

be adaptively sampled onto the capacitor during the offset 

storage phase. This method inherently captures the device-

specific mismatch without requiring external references. 

However, the settling behavior during offset cancellation is 

governed by the RC time constant of the circuit, introducing 

a trade-off between accuracy and speed. This trade-off 

highlights the importance of carefully designed offset-

cancellation schemes in achieving reliable sensing 

performance under process variation. 

Considering the trade-off, offset-cancellation techniques 

play a critical role in modern DRAMs by enhancing sensing 

robustness and improving yield in the presence of process-

induced mismatches. Their ability to adapt to shrinking cell 

capacitance and tighter noise margins makes them 

indispensable in high-density memory design. 
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Figure 3. Schematic and timing diagram of target SA 

 

B. Structure of Sense Amplifier and its Timing Diagram 

Fig. 3 shows the sense amplifier (SA) circuit with 

integrated offset-cancellation capability as proposed in [7] 

and the corresponding timing diagram. One of its key 

advantages is that it enables effective offset cancellation and 

sensing operation with a minimal number of transistors, 

making it area-efficient and well-suited for dense DRAM 

arrays. This architecture exploits parasitic capacitance at the 

bit-lines (BLT and BLB) to store offset information. 

The overall SA operation proceeds through four distinct 

phases, as illustrated in the timing diagram of Fig. 3: 

precharge (PCG), offset cancellation (OC), charge sharing 

(CS), and main sensing (MS). During the PCG phase, M3 

and M4 turn ON by enabling SPCG, so the internal nodes and 

BLs are precharged to VP. In the subsequent OC phase, the 

core-NMOS transistors, M1 and M2, are diode-connected by 

M5 and M6 enabled by SOC. This allows the input-referred 

offset to be stored onto the parasitic capacitors at the BL 

nodes. After offset cancellation is complete, the wordline 

(WL) is activated during the CS phase through the control 

signal SWLT/WLB, allowing the charge stored in the memory 

cell to be shared with the charges in BL parasitic capacitor. 
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This charge redistribution creates a small difference voltage 

between BLT and BLB, which reflects the stored data. In the 

subsequent MS (main sensing) phase, the SA is enabled by 

activating the control signals LA and LAB, which drive the 

SA operation and amplify the small input differential into a 

full-swing digital output. Through this sequence, the circuit 

achieves precise and reliable data sensing while minimizing 

area and design complexity. 

 

C. Overall Architecture 

To validate the functionality and effectiveness of the SA 

with offset cancellation, a full DRAM prototype system is 

implemented, as illustrated in Fig. 4. The system is 

composed of a 1T1C cell array, a SA array, peripheral control 

logic, and a built-in self-test (BIST) structure for evaluation. 

Each component is co-designed to ensure full integration of 

the SA operation within a realistic DRAM environment. 

The 1T1C cell array serves as the core memory array, 

where each memory bit is formed by a single transistor and 

a capacitor. Directly beneath the cell array, the SA array 

contains 64 instances of the offset-canceled SA. Each SA is 

connected to a pair of BLs from the cell array.  

Peripheral timing and control signals are generated 

through a clock generation and driver block, which includes 

a row decoder and clock drivers. The row decoder activates 

the selected WL, while the clock driver distributes the 

required control signals across the SA array in 

synchronization with the global clock input CKIN. A 

dedicated controller orchestrates the entire access sequence, 

managing row activation, SA timing, and data validation 

steps.  

At the bottom of the architecture, a column decoder and 

BIST block is implemented to enable automated 

functionality and yield characterization. The BIST block 

performs repeated write-and-read operations across all 64 

SAs. Specifically, 64-bit data is written to the memory array 

and subsequently read back from the same locations to verify 

correct sensing. The BIST logic compares the read data with 

the expected values and accumulates the number of correctly 

sensed bits. This enables statistical yield analysis across 

multiple test iterations, allowing for robust evaluation of 

offset cancellation performance under realistic operating 

conditions. 

This prototype architecture enables comprehensive testing 

of the SA under array-level constraints and allows 

quantitative assessment of sensing robustness and yield in 

the presence of circuit-level variations. 

 

 

III. RESULTS AND DISCUSSIONS 

The performance of the SA with offset cancellation was 

evaluated through silicon measurement, with a focus on its 

input-referred offset characteristics under varying 

operational conditions. Three key sets of results are 

presented in Figs. 5-7. Fig. 5 illustrates the sensing 

probability as a function of the input cell voltage for various 

offset cancellation (OC) durations. The measurement was 

conducted with a fixed main sensing (MS) time of 5 ns. As  
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Figure 4. Overall architecture of DRAM prototype 
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Figure 6. Standard deviation of SA offset over OC period 

 

the input voltage increases, the SA’s likelihood resolving to 

logic ‘1’ also increases, forming a sigmoid-like transition 

curve. The steepness of this transition curve reflects the 

effective input-referred offset of the SA, and its standard 

deviation can be estimated from the measurement results. 

Fig. 6 presents the extracted standard deviation of the input-

referred offset as a function of the OC period. As the OC  
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Figure 7. Standard deviation of SA offset over MS period 
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Figure 8. Die photograph 

 

duration increases, the standard deviation of input-referred 

offset initially decreases due to more accurate storage of the 

internal mismatch on the cancellation capacitor. However, 

this improvement saturates near 5 ns, and extending the OC 

period beyond this point results in negligible additional 

benefit. Since the OC phase involves additional power 

consumption from static current, a longer OC duration leads 

to higher energy overhead without meaningful performance 

improvement. Therefore, a 5 ns OC duration provides an 

effective trade-off between offset reduction and power 

efficiency, making it a suitable design point. Fig. 7 shows the 

standard deviation of input-referred offset under varying MS 

durations, while keeping the OC period fixed at 5 ns. The 

results indicate that the standard deviation remains largely 

unaffected by the duration of MS phase. This suggests that, 

once the SA is enabled, the sensing decision is determined 

within the early portion of the MS phase, and extending the 

cycle does not contribute to further offset averaging or error 

suppression. Therefore, a 5 ns MS duration is sufficient for 

full sensing resolution without compromising accuracy or 

offset characteristics. The prototype was fabricated using a 

TSMC 65nm CMOS process and operates at a clock 

frequency of 400MHz. The SA consumes 56.8 fJ/cycle. A die 

photograph of the fabricated chip is shown in Fig. 8. 

In summary, the measurements confirm that the SA 

architecture achieves robust offset cancellation within a 

short OC phase, and that its sensing performance remains 

stable across a range of MS durations, indicating that a 5ns 

MS period is sufficient for reliable operation. These results 

validate the design’s suitability for area-constrained DRAM 

systems. 
 

IV. CONCLUSION  

This work analyzes a DRAM SA architecture incorporating 

an offset cancellation technique using parasitic bit-line 

capacitance. The design achieves accurate offset 

cancellation, enabling robust sensing performance with 

minimal circuit overhead. A full prototype was fabricated in 

a TSMC 65 nm CMOS process, and silicon measurements 

demonstrated that the input-referred offset decreases with 

increasing OC duration and saturates near 5 ns. A 5 ns OC 

period provides a favorable trade-off between offset 

reduction and energy efficiency. Furthermore, the sensing 

accuracy remains consistent across different MS durations, 

indicating that a 5 ns MS period is sufficient for reliable 

operation. The architecture thus offers a compact and 

scalable solution suitable for future high-density DRAM 

applications. 
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