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Abstract - With the advent of the big data era, the memory 

wall has become a dominant issue in computer hardware 
design. To overcome the memory wall issue, processing-in-
memory (PIM) technology has been actively researched with 
various types of memory devices including static random-
access memory (SRAM), dynamic random-access memory 
(DRAM), resistive random-access memory (RRAM) and 
charge trap flash (CTF). However, a logic operation 
implementation methodology for single-level cell (SLC) NAND 
flash, has yet to be investigated. This paper proposes and 
validates a method for implementing logic operations on SLC 
NAND flash. The proposed logic operation implementation 
method was demonstrated by Sentaurus TCAD mixed-mode 
simulations. 
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I. INTRODUCTION 

Modern computers are designed based on the von 
Neumann architecture, where processing units and memory 
units are separated. The processing unit handles tasks such 
as logical operations and instruction execution, and the 
memory unit store large amount of data. The operation of a 
von Neumann architecture-based computer relies on the 
seamless exchange of data between these two units. 

With the advancement of semiconductor technology, the 
traditional von Neumann architecture is facing a memory 
bottleneck issue. The data processing speed of the processing 
unit is continually improving, while the data access 
performance of the memory unit is relatively slow. 

To complement this issue, processing-in-memory (PIM) 
technology is being developed to implement logic operations 
directly in the memory unit. PIM technology enables data 
processing within the memory unit, reducing data transfer 
delay and power between the processing unit and the 
memory unit. 

As a form of PIM technology, there is a method that 

implementing logic operations on non-volatile memory 
arrays, and the results are directly stored in the memory  
during the computation. Research about implementing logic  
operations on non-volatile memory has been conducted on 
several types of memory devices like resistive random-
access memory (RRAM) [1-2], charge trap flash (CTF) [3], 
and others. However, a logic operation implementation 
methodology for single-level cell (SLC) NAND flash, has 
yet to be investigated. 

In this paper, a method for implementing logic operations 
on SLC NAND flash is proposed and demonstrated. The 
proposed logic operation implementation method was 
verified by implementing XOR operations through 
Sentaurus TCAD mixed-mode simulations. 

II.METHODS 

A. Processing-in-memory 

PIM technology performs logic operations within the 
memory unit to complement memory bottleneck from 
conventional von Neumann structure-based computer 
system. In the von Neumann architecture, the processing unit 
and memory unit are separate entities. When considering the 
process of performing processing based on data stored in the 
memory unit and storing the results back in the memory unit, 
all of the four operations are required (Fig. 1). 
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Figure 1. Data processing flow of von Neumann architecture and processing 
in-memory 
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① The information stored in the memory unit is 
transferred to the processing unit via the data bus. ② The 
processing unit performs the necessary computational 
operations on the received information. ③ The results of 
the operations are transmitted back to the memory unit via 
the data bus. ④ Finally, the memory unit stores the data. 
Since the processing unit and memory unit are separate, 
there is a need for data transfer via the data bus. The 
bandwidth of the data bus is limited, which means that data 
transfer operations need to be repeated proportionally to the 
size of the data. In contrast, when using the proposed PIM 
architecture, only two operations are required: ① First, 
data is read from the memory unit. ② Logic operations are 
performed based on the read data. Simultaneously, data is 
stored in the memory, eliminating the need for separate 
additional data storage operations. 

 
B. Logic operation on SLC NAND flash 

To implement logic operations on SLC NAND flash, some 

flash cells within the NAND string are defined as logic cells, 
and these cells are utilized for logic operations. The topmost 
flash cell in the NAND string is defined as logic cell B, and 
the bottom two flash cells, in proximity to logic cell B, are 
respectively defined as logic cell C and logic cell D. 

Logic operations on SLC NAND flash consist of two main 
actions. First, the logic cells within the NAND flash string 
are programmed to specific states depending on the logic 
variable B, C, D (Fig. 2(a)). Subsequently, logic operation 
and storing operation are performed on a NAND flash string. 
Initially, VSS is applied to GSL, VDD to SSL, VDD to all BLs, 
and Vpass,p to all WLs. Through this process, the channel 
voltage of all strings is self-boosted. Following this, the WL 
voltage of logic cells is lowered to Vread, and BL voltage is 
set to VDD or VSS based on the type of logic operation and 
input data. As a result of this action, if the operation result is 
'0', the channel is connected to VSS and falls to 0 V, while if 
the operation result is '1', the channel maintains the self-
boosted initial state. Finally, Vp,p is applied to the target cell's 
WL to perform the program/inhibit operation. This action 
stores the logic operation result in the target cell.  

Figure 2. (a) Logic operation implementation method on NAND flash. (b) Logic variable allocation for 16 logic operations. (c) Logic variable 
utilization method 
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Through this operation, 16 logic operations can be 
performed on a NAND flash string. The logic variables are 
assigned to specific values depending on the type of logic 
operation and input data values. Fig. 2(b) represents the 
assigned logic variable values based on the desired 
operation. For example, to perform XOR operation, logic 
variable A, B, C, and D should be assigned input data values  

 

q, p, q, and p'. Depending on the values of logic variables B, 
C, and D, the initial setting state of logic cell B, C, and D is 
determined (Fig. 2(c)). If the logic variable value is '0', the 
initial cell state is also '0'. Conversely, if the logic variable 
value is '1', the initial cell state is also '1'. Logic variable A 
determines the BL voltage during program/erase operations. 
When the logic variable value is '0', VSS is applied, and when 
the logic variable value is '1', VDD is applied. 

 

Figure 3. Logic variable allocation for logic operation on single poly 
4T eFlash cell 

Figure 4. TCAD simulation parameters 

Figure 5. XOR logic operation method and Sentaurus TCAD mixed-mode simulation results 
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Ⅲ. SIMULATION 

 
To validate the implementation of logic operations on 

SLC NAND flash, a flash device was modeled using 
Sentaurus TCAD, and XOR logic operation behavior was 
confirmed through mixed-mode simulation. The flash device 
was modeled with a channel length of 180 nm, a width of 1 
area factor, a blocking oxide thickness of 10 nm, and a 
tunneling oxide thickness of 5 nm (Fig. 3). Based on 
simulation, a Vth (threshold voltage) shift of approximately 
2.7 V was observed (Fig. 4). 

By connecting flash devices in series and modeling a 
NAND string using mixed-mode simulation, XOR logic 
operations were performed. Logic variable A, B, C, and D 
were assigned input data values q, p, q, and p' to perform 
XOR logic operations. The initial state of logic cells B, C, 
and D was set up as 011, 001, 110, and 100, respectively, 
based on input values 00, 01, 10, and 11 (Fig. 5(a)). In the 
subsequent program/erase operations, BL voltage was 
applied as VSS, VDD, VSS, and VDD for inputs 00, 01, 10, and 
11, respectively. Ultimately, during the NAND string read 
operation (Fig. 5(b)), it was confirmed that for inputs 00, 01, 
10, and 11, current values of approximately 0 µA, ~ 10 µA, 
~ 10 µA, and ~ 0 µA were obtained (Fig. 5(c)) and this 
represents that the state of the target cell was programmed as 
0, 1, 1, 0 for inputs 00, 01, 10, and 11, respectively. This 
corresponds to the XOR operation results for inputs 00, 01, 
10, and 11, validating the implementation of logic operations 
on the NAND string. 

IV. CONCLUSION 

This research proposes a method for implementing logic 
operations on Single-Level Cell (SLC) NAND flash, which 
is one of the representative memory types. Based on the 
proposed method, the top flash cell and the bottom two flash 
cells in a NAND flash string are designated as logic cells. 
The initial state of these logic cells is set based on the type 
of operation and input data values, and the BL voltage is 
controlled to directly store the desired logic operation results 
in the flash cell. This proposed technology has been 
validated through Sentaurus TCAD mixed-mode 
simulations and can be utilized as a form of Processing-In-
Memory (PIM) technology 
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