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Abstract - This paper focused on establishing a closed-loop 

stimulation environment capable of accommodating multiple 

experimental animals. The key requirement for closed-loop 

stimulation is the ability to measure neural signals within the 

stimulation environment. To achieve simultaneous 

measurement of stimulation artifacts in the range of tens of mV 

and neural signals in the range of hundreds of 𝛍V, a recording 

system with a large dynamic range is essential to prevent 

saturation caused by the high-intensity stimulation artifacts. 

Furthermore, to transmit the acquired data externally, down-

sampling is essential to reduce power consumption. In this 

work, delta-sigma (DS) modulation and digital prediction 

techniques are used to ensure a high dynamic range and 

prevent saturation in the recording stage. Additionally, to 

facilitate the simultaneous transmission of data from multiple 

animals without signal degradation, an internal cascaded 

integrator-comb (CIC) filter is utilized to encode the down-

sampled data. The proposed approach enables the creation of a 

robust closed-loop stimulation recording system capable of 

handling multiple subjects while maintaining data integrity. We 

present 8 channel neural recording chip with a 65-nm CMOS 

process and the entire chip area is 1 mm2. Two signals were 

transmitted and received at a distance of 10 cm with a 1 Mbit 

data rate without an error. 

Keywords—Closed loop neural stimulation, Wireless 

communication, Decimation filter, Delta sigma ADC   

I. INTRODUCTION  

As life expectancy increases, the prevalence of 

neurodegenerative disorders such as Parkinson's disease and 

Alzheimer's disease is rapidly rising [1]. Various attempts 

have been made to treat degenerative neurological disorders 

through methods including medication and surgery. It has 

been revealed that neural stimulation is effective in treating 

these conditions [2]. Currently, deep brain stimulation 

(DBS) is widely used for alleviating Parkinson's disease and 

treating other neurological disorders such as Alzheimer's 

disease, epilepsy, and depression [3].  

Neural stimulation methods can be classified into non-

invasive and invasive approaches. Invasive methods require 

surgery for neural stimulation, they offer high specificity,  

 
Fig. 1. Diverse data transmission methods for implant neural recording 

devices. (a) Wired data transmission [4], (b) Bluetooth [5], (c) RF coil [6], 
and (d) Inductive coupling [7].   

 

allowing precise targeting of the desired regions and thus 

enhancing therapeutic efficacy [8],[9]. In particular, there 

has been extensive research on implementing closed-loop 

stimulation systems tailored to individual patient conditions. 

However, one of the challenges in closed-loop stimulation is 

the design of measurement devices that can operate within 

the stimulating environment. To simultaneously measure 

neural signals along with stimulation artifact signals, a wide 

dynamic range neural recording system is required. The most 

significant issue lies in the use of wired systems for power 

supply and transmission of measured data. To address these 

challenges, many researches use battery-powered systems 

for power supply and wireless data transmission methods for 

transmitting the measured data.  

Various data transmission methods have been extensively 

researched. Fig. 1. provides an overview of different 

methods used for external data transmission, including wired 

systems, Bluetooth, inductive coupling, and radio frequency 

(RF) methods. Table. 1. presents a comparative analysis of  

various data transmission methods, discussing their 

advantages and disadvantages. This analysis aims to provide 

insights into the strengths and limitations of each method. 

Bluetooth-based communication requires separate external 

chips and components, which cannot be directly integrated 

into the circuit, thereby requiring a larger area. Moreover, 

Bluetooth uses the 2402MHz~2480MHz frequency band for 

data transmission, necessitating additional circuitry to 

generate higher frequencies, adding complexity to the 

circuitry integrated within the chip. Radio frequency-based 
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TABLE I. Comparison of Wireless Data Transmission Methods 

 

wireless communication utilizes antennas for wireless 

communication and offers the advantage of longer 

transmission distances. However, it requires a larger area 

due to the presence of the antenna and higher power 

consumption. Additionally, it requires a complex system 

with separate components to generate high carrier 

frequencies. Inductive coupling-based wireless 

communication involves changing the presence or absence 

of power transmission and modifying the frequency, 

amplitude, and phase of the transmitted signal to convey data. 

This method allows simultaneous power transmission and 

data communication, but the coil size cannot be reduced to 

ensure power and communication efficiency. Furthermore, 

as the distance between the coils increases, the data transfer 

rate decreases rapidly, limiting communication to short 

distances. 

This paper presents a system that can operate in 

stimulation enabling multiple experimental animals to freely 

move while allowing neural recording and stimulation. The 

recording part was designed by targeting ECOG and 

designed to measure signals in the 0-500 Hz band. Wireless 

transmission of neural signal data from multiple individuals 

was also introduced. High dynamic neural recording systems 

and led-based communication circuits are described in 

Section II. The simulation and experiment results of the 

circuit are presented in Section III. Finally, concluded the 

paper in Section IV. 

II. DESIGN METHODOLOGY  

A. Neural recording circuit design and implementation  

For neural recording to function optimally in electrically 

stimulated environments, the system necessitates a high 

dynamic range. Previous research predominantly focused on 

designing for measuring small neural signals, utilizing signal 

amplification and analog-to-digital conversion (ADC). 

However, when stimulation artifacts accompany neural 

signals, the output signal of the amplification stage becomes 

saturated due to the presence of large stimulation artifacts. 

Therefore, in this paper, a direct ADC structure capable of 

digitizing signals without amplification, along with digital 

auto-ranging for measuring large input signals, was designed 

to enable recording neural in stimulated environments [12].  

Delta-sigma (DS) ADCs can measure small signals 

without the need for amplifiers by shaping quantization 

noise into higher frequencies. The Capacitive DAC (CDAC) 

 
Fig. 2. 8 channel circuit implementation and detailed circuit diagram. 
 

stores the tracked values of previous signals and compares 

with the next input signal. By continuously measuring the 

difference between successive signals through the CDAC, 

this framework allows for more precise signal measurements. 

The input ADC can be effectively reduced, leading to 

improved linearity within the system, and facilitating more 

precise and accurate signal measurements. The output of the 

comparator determines the update direction of the signal 

stored in the CDAC. Digital auto-ranging structure 

determines the update magnitude of the feedback signal 

based on the previous output values of the comparator. If the 

update magnitude of the feedback DAC is too large, it 

becomes challenging to track fine signals, while too small of 

an update requires a significant amount of time to track large 

signals. Thus, choosing the update magnitude in the 

recording system is important. Detailed information on the 

structure and algorithm associated with digital auto-ranging 

can be found in [12]. 

The sampling frequency of the recorded data is increased 

by oversampling at a rate that is a multiple of the Nyquist 

sampling rate, referred to as the oversampling rate (OSR), to 

reduce quantization noise. The oversampled data is not 

directly transmitted externally to improve efficiency. Instead, 

the data is down-sampled by dividing the over sampled 

frequency by the down-sampling rate (D). When down-

sampling is performed, high-frequency noise that has been 

shaped is brought down to lower frequencies, resulting in 

noise aliasing. Therefore, before down-sampling, it is 

necessary to utilize a low-pass filter (LPF) to filter out the 

high-frequency noise. The combination of LPF and down-

sampling is referred to as a decimation filter, and one of the 

famous structures of decimation filter structures is the 

Cascade Integrator Comb (CIC) filter. The CIC filter 

consists of integrators, down-sampling, and differentiators, 

with the number of stages determined by the order of the 

filter as shown in Fig. 3. (a). The number of stages 

determines the order of the CIC filter. The advantage of the 

CIC filter lies in its hardware-friendly implementation, as it 

does not require multipliers or memory [13]. Thus, we used 

the CIC filter for the decimation process. Fig. 3. (b) 

illustrates the simulation results in MATLAB. The figure 

represents the frequency response of the second-order CIC 

filter with D set to 64. The frequency response exhibits an 

LPF characteristic that decreases at a rate of 40 dB/dec [13]. 

This characteristic enables the reduction of aliasing noise 

during the down-sampling process. 

 
Data rate 

 [Mbps] 

  Power 

Consumption 

  [mW] 

 Area 

 [mm2] 

Distance 

 [cm] 

Bluetooth 

   [5] 
 0.5    20  120 < 103 

Inductive 

    [7] 
 200    0.3  100  1.1 

R 

F 

[6]  100    5  100 

< 103 
[10]  6.78   10.3 

> 30cm 

Antenna 

 𝝁LED 

 based 

structure 

 > 50  < 1[11] < 0.01 < 20 
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(a) 

 
(b) 

 

Fig. 3. (a) Structure of an Nth-order CIC Filter. (b) Frequency response of 

proposed 64 down-sampled 2nd order CIC filter. 
 

 
(a) 

 
(b) 

 
Fig. 4. Decimation filter for down-sampling. (a) Decimation filter in a 

conventional 1bit DSM ADC and (b) proposed structure. 

 

In conventional DS-ADC, the output of the comparator is 

used as the input to the decimation filter as shown in Fig. 4. 

(a). However, in the proposed structure, as depicted in Fig. 

4. (b), the weight of the feedback signal is varied due to the 

digital auto-ranging block. Thus, it's hard to use the 

comparator as the input of the decimation filter. As the 

decimation input, the output of the digital integrator is used 

as the input. 

 

B. LED based wireless communication  

If the decimated signals were directly transmitted externally, 

the data from each animal would be measured 

simultaneously by photodiodes, resulting in signal distortion. 

To create a cage where multiple subjects can coexist, it is 

necessary to enable the communication of multiple data 

streams simultaneously. The three main methods for 

achieving simultaneous communication are frequency 

division multiple access (FDMA), time division multiple 

access (TDMA), and code division multiple access (CDMA). 

FDMA increases the complexity of the transmitter (TX) side, 

while TDMA requires a communication environment  

 
 

(a) 

 
(b) 

Fig. 5. (a) Circuit structure for encoding. (b) Wireless data receiving 
structure using LEDs.  

 

between the TX and receiver (RX), making it more complex 

compared to CDMA. CDMA structure was selected to 

accommodate the neural signals from multiple animals. 

CDMA has the advantage of being less affected by noise 

during the process of spreading the original data by the code 

length and adding it back, resulting in effective operation 

regardless of noise interference. Fig. 5. (a) represents N-bit 

decimated data is serialized, and then encoded using XOR 

operations with a code of length L. The encoded data is 

transmitted externally via LEDs. Fig. 5. (b) shows the 

structure for receiving LED signals. Each subject's data is 

detected by a photodiode array and transmitted signals 

undergo bandpass filtering and amplification before being 

digitized through an ADC. The digitized data is then 

transferred to a field programmable gate array (FPGA), 

which is designed to decode each CDMA code. Finally, the 

decoded data is displayed on a PC for visualization. 

In CDMA, if the starting point of the operation deviates 

from the assigned code, the original signal cannot be 

decoded. Therefore, in CDMA communication, it is crucial 

to synchronize the assigned codes with the received signals 

to determine the starting point for the XOR. When utilizing 

CDMA in multi-animal communication, several issues need 

to be solved. The first issue occurs from the fact that each 

implanted device operates with an independent clock signal. 

Due to the independent clocks, the correlation between the 

codes used by different devices becomes non-zero, resulting 

in mutual interference during decoding. To mitigate this 

issue, pseudo-random codes with low correlation instead of 

Walsh codes, which form perfect orthogonal codes even 

when the codes are not synchronized, were used. The second 

issue is made by the independent operation of the transmitter  
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Fig. 6. Encoding starting position decisions using shift resistors.  

 

and receiver. When the receiver samples the signal at the 

transition points from 1 to 0 or from 0 to 1 in the transmitted 

data, it cannot determine the data value accurately. Although 

increasing the resolution of the analog-to-digital converter or 

raising the sampling rate can reduce the errors introduced by 

sampling, but it cannot fundamentally solve the problem. 

Therefore, in this study, the sampling was performed at least 

twice the communication frequency, and the average value 

of the obtained signal was used to determine the original 

signal value even at points of signal variation caused by 

sampling.  

As shown in Fig. 6, if the decoding starts at an incorrect 

point, the inner product between the received data and the 

code produces a low result, whereas it reaches its maximum 

only when the decoding is performed at the desired point. 

The shift register of the length of the code was implemented 

in the FPGA, and the data was stored bit by bit as it shifted 

through each register. The decoding starts at the point where 

the inner product between the stored data in the register and 

the assigned code yields the maximum value, allowing the 

data to be recovered accurately. 

 

III. RESULTS AND DISCUSSIONS  

Unfortunately, the chip we designed did not function 

correctly. The reason for its malfunction was identified as 

the reversal of the feedback path direction into the integrator 

from the DAC, causing the entire system to operate with 

positive feedback, rendering the ADC inoperative.  

Subsequently, the provided data is based on simulation 

results obtained after post-extraction analysis. The provided 

Fig. 7. (a) presents the results of the Cadence simulation, 

illustrating the reconstructed output values of the designed 

ADC with and without the use of the auto-ranging block. The 

simulation was conducted with the simultaneous input of a 

50Hz pulse signal with an amplitude of 100mV, and a 500Hz 

sine signal with an amplitude of 1mV. The figure 

demonstrates that when the auto-ranging block is not 

employed, significant delays are observed in tracking the 

larger pulse signal. Conversely, when the auto-ranging block 

is utilized, it is evident that the ADC rapidly follows the 

larger signal by adjusting its step size. Fig. 7. (b) shows the 

plot of the output signal before and after the CIC filter and 

subsequently applying a 500Hz brick wall filter using 

MATLAB.  

 
    (a) 

 
   (b) 

 
 (c) 

Fig. 7. (a) Reconstructed ADC output with or without auto ranging block 

(b) Input and output of CIC filter. (c) SNDR value of Input and output of 

CIC filter.   
 

The input signal for this plot is the 100Hz sine signal with an 

amplitude of 1 mV. As depicted in Fig. 7. (c), the Signal-to-

Noise and Distortion Ratio (SNDR) of the signal shows 

minimal variation before and after passing through the CIC 

filter. Inside a CIC filter, adders and subtractors are used, so 

it's important to consider bit overflow. To prevent overflow, 

the number of bits used within the CIC filter should be 

determined as M + K * log2(N) [14]. Here, M represents the 

input bits, K represents the filter order, and N represents the 

down-sampling rate. In this work, a 12-bit input is provided 

to the CIC filter, and the CIC filter has a 2nd-order with a 

down-sampling rate of 64. Therefore, the final number of 

bits used in the CIC filter is set to 24 bits. The total area of 

the CIC filter is 2850 um2. The power consumption of the 

1CH CIC filter was 55nW. 
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(a) 

 
(b) 

 
(c) 

Fig. 8. (a) Fabricated chip diagram. Wireless communication experiment 

using LEDs. (b) Measurement setup for transmitting the 2 encoded ADC 
data using LEDs and then receiving it through a photodiode array for 

decoding. (c) Bit error rate according to the distance of 1Mbit/s data rate 

signal. 
 

Fig. 8. (a) represents the Fabricated chip. The entire chip 

area is 1mm*1mm in size and consists of a total of 8 

channels. The performance evaluation using PEX simulation 

is shown in TABLE Ⅱ. Fig. 8. (b) illustrates the wireless data 

experimental setup replicating the diagram shown in Fig. 5. 

(c) User 1 and User 2 simulate the roles of transmitting the 

coded ADC results. The environment is designed to transmit 

data in the form of 1s and 0s using a signal generator to drive 

the LEDs, and the transmitted data is received using a 

photodiode array located beneath a PCB. The data measured 

using the photodiode array undergoes bandpass filtering and 

amplification before being digitized using a commercial 

ADC. The digitized data is then processed through a FPGA 

and the results are displayed on a computer screen. Fig. 8. (c) 

represents the data transmission error rate as a function of 

distance. When the experiment was conducted using two 

LEDs, there were no errors observed for distances up to the 

target value of 10cm. However, beyond a 10cm distance, 

errors began to occur and the error rate increased. When 

three LEDs were used for communication, it was found that  

TABLE Ⅱ. Comparison Table 

 

even at a distance of 4 cm, the bit error rate exceeded 0.001. 

This was attributed to the usage of pseudo-random codes that 

do not have orthogonality, causing increased interference 

between signals during decoding as the number of objects 

transmitting signals increased.  

 

IV. CONCLUSION  

In this study, we developed a measurement system capable 

of operating in a closed-loop stimulation system and 

designed a wireless data transmission system using LEDs 

and CDMA technology to transmit data from multiple 

animal's neural data wirelessly. To measure neural signals in 

a stimulation environment, we employed a delta-sigma 

structure and a variable comparator. To widen the dynamic 

range, we added an integrator in the feedback path to track 

the input signal and process only its changes, resulting in a 

measurement-capable structure. In the wireless data 

transmission research, we addressed the limitations of 

existing wireless communication methods, such as high 

complexity, large area requirements, and difficulties in 

transmitting data from multiple animals. To overcome these 

challenges, we utilized low-complexity LEDs and 

photodiode arrays for wireless communication. By 

simultaneously transmitting data using two LEDs, we 

successfully developed a system that achieved error-free 

communication up to 10 cm at a data rate of 1M per second. 

The experimental findings indicate that the wireless data 

communication system using LEDs encounters challenges 

related to distance, data rate, and interference between 

signals. The non-ideal characteristics of the LEDs and the 

use of pseudo-random codes contribute to the occurrence of 

errors and increased error rates as the distance and data rate 

increase. When utilizing CDMA in multi-animal 

communication, several issues need to be solved. 
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