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Abstract—This paper reviews the design techniques of the 

electrical neural recording system for energy-efficient 

operation. To operate neuroprosthetics by decoding action 

potentials (or neural spikes) and local field potentials in vivo, 

the electrical neural recording system can be used. For 

extending the system battery lifetime in vivo and avoiding tissue 

damage due to the heat, the neural recording system needs to 

be energy-efficiently driven while consuming low power and 

achieving low noise performance. In this paper, three energy-

efficient design techniques are reviewed with basic properties 

of the electrical neural recording system: 1) energy-efficient 

input structure of the operational transconductance amplifier, 

2) neural recording front-end channel using the low supply 

voltage, and 3) neuronal activity-dependent recording system. 
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I. INTRODUCTION 

Neural activity monitoring is an essential part to drive 

neuroprosthetics for tetraplegia people and understand 

neuroscience [1]. Action potentials (APs) and local field 

potentials (LFPs) are important neuronal information for 

understanding human intention, behaviors, biological 

phenomena, etc. In addition to the recording of APs and 

LFPs, the monitoring of neurotransmitters and calcium ions 

provides crucial neuronal information for unveiling complex 

neuronal phenomena [2], [3]. APs and LFPs can be 

monitored as voltage signals through the microelectrode 

array [4], [5]. The amplitude of APs ranges from tens of μV 

to hundreds of μV, whereas LFPs change from hundreds of 

μV to several mV [2]. Neurotransmitters and calcium ions 

can be monitored as current signals generated by the 

electrochemical sensor and photodiode, respectively [3]. 

To monitor the weak voltage signals of APs and LFPs, the 

electrical neural recording system needs to process the input 

voltage signals with appropriate conversion gain and 

resolution while maintaining low power and low noise 

performances. Also, when considering the electrical neural 

recording system operating in vivo, the overall power 

consumption of the recording system needs to be restricted 

to avoid tissue damage due to the heat and extend the battery 

lifetime. Therefore, the electrical neural recording system 

needs to be implemented energy-efficiently by consuming 

low power and achieving low input-referred noise. For a 

holistic understanding of the brain by obtaining sufficient 

neural information, a high density of the neural recording 

system is required. However, the high-density recording 

system can induce increased overall power consumption. So 

each neural recording channel needs to be designed to 

consume low power while achieving low input-referred 

noise. In addition, since the high-density recording system 

needs to be implemented within a limited silicon area, each 

neural recording channel must be designed to occupy a small 

design area. 

To implement the energy-efficient multichannel neural 

recording system, three design techniques are reviewed with 

the basic properties of the electrical neural recording system: 

1) energy-efficient input structure of the operational 

transconductance amplifier [6]−[13], 2) neural recording 

front-end design using the low supply voltage [14]−[17], and 

3) neuronal activity-dependent recording system by 

scheduling power and controlling data transmission 

[18]−[22]. The operational transconductance amplifier used 

in the first amplification stage of the entire recording system 

determines the overall input noise performance and system 

power consumption. Therefore, the amplifier of each 

amplification stage needs to be carefully designed according 

to the required electrical performance. The straightforward 

way to reduce the entire power consumption is to lower the 

supply voltage. However, since the reduced supply voltage 

affects the dynamic range and transistor operation, the 

supply voltage needs to be carefully set while ensuring the 

operation of each transistor and ensuring a sufficient 

dynamic range. Also, for reducing the power consumption 

of the entire recording system, the power-consuming blocks, 

such as the amplifier and communication circuits, can be 

enabled only when the neural signal is present. 

This paper is organized as follows. Basic properties of the 

neural recording system and energy-efficient design 

techniques are presented in Section II. Section III concludes 

this paper with design considerations of the recording system. 
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II. ENERGY-EFFICIENT DESIGN TECHNIQUES 

A. Basic Properties of Electrical Neural Recording System   

Since the development of the low-noise amplifier (LNA) 

employing the capacitively-coupled topology [6], [7], many 

research teams proposed multichannel electrical neural 

recording systems based on the design of the capacitively-

coupled topology. The capacitive input-based LNA can 

reliably monitor APs and LFPs with low power and low 

noise characteristics. Also, thanks to the capacitive input 

characteristic, the DC electrode offset is efficiently filtered 

out. Fig. 1(a) shows the entire neural recording chain from 

the microelectrode array [5] detecting APs and LFPs to the 

front-end circuits processing the detected neural signals. 

For simplifying the description of the front-end circuits, 

the schematic of the recording system is drawn as a single-

ended structure. It is assumed that the DC bias point of the 

amplifier output is properly set with the half-VDD. When 

implementing the multichannel neural recording system, the 

number of the analog front-end channels is set equal to the 
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Fig. 1. (a) Neural recording chain from the microelectrode array detecting APs and LFPs to the front-end circuits processing the detected voltage signals. (b) 

Amplification stage of the neural signals within the supply voltage. 
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Fig. 2. Differential input stages used in the OTA of the low-noise amplifier: (a) PMOS input pair, (b) NMOS input pair, (c) inverter-based (or current reuse) 

input pair, and (d) stacked inverter-based input pair. 
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number of the microelectrode array channels [7], [10]. 

However, when the number of the microelectrode array 

channels increases to several hundred or the order of ten 

thousand, the number of the analog front-end channels 

cannot be designed as much as the number of the 

microelectrode array channels due to a limited silicon area. 

Thus, to overcome the design area issue, the switch matrix 

can be used to interface between a large number of the 

microelectrode array channels and a limited number of the 

front-end channels [23], [24]. 

The electrical neural signals detected through the 

microelectrode array are amplified by the analog front-end 

channel and digitized by the analog-to-digital converter 

(ADC) as shown in Fig. 1(a). To area-efficiently implement 

the entire neural recording system during the digitization of 

neural signals, a single ADC can be shared by multiple 

analog front-end channels through the multiplexer, as shown 

in Fig. 1(a) [10], [15], and [24]. Fig. 1(b) shows the 

amplification stage of the neural signals within the supply 

voltage. VDD-LNA and VDD-PGA are supply voltages used in 

LNA and programmable gain amplifier (PGA), respectively. 

The amplitude of detected APs resides at the μV level, 

whereas LFPs have the amplitude from the μV level to the 

mV level. Typically, the μV-level neural signals are first 

amplified by the LNA and further amplified by the PGA for 

providing enough conversion resolution for the ADC (Fig. 

1(b)). Then, the PGA output is digitized by the ADC through 

the multiplexer and ADC driving buffer (Fig. 1(a)). 

In the neural recording chain from the LNA to the ADC, 

the ADC driving buffer driven by VDD-Buf is a power-hungry 

building block. Thus, to implement the energy-efficient 

multichannel neural recording system, the power 

consumption of the buffer needs to be saved, and the dual 

sample-and-hold (S/H) technique can be applied to the ADC 

for mitigating the power consumption of the buffer [10]. 

In summary, a vast amount of neural signals must be 

decoded to expand the understanding of the brain, which 

means the number of recording channels needs to increase. 

Therefore, the multichannel neural recording system needs 

to be energy- and area-efficiently designed by optimizing 

circuits, such as the analog front-end channel, buffer, and 

ADC, without performance degradation. 

 

B. Energy-Efficient Input Structure of OTA 

In the whole chain of the neural recording system, the 

LNA is the most sensitive stage to noise and power 

consumption. The LNA amplifies the weak voltage signals 

detected from the high-impedance microelectrode array 

which is directly related to noise contribution. Therefore, the 

LNA should be designed to minimize the noise generated by 

the circuit itself. When designing the capacitive input-based 

LNA, the operational transconductance amplifier (OTA) is 

used to create an accurate closed-loop gain by providing 

sufficient open-loop gain. Also, the OTA is a key block that 

determines the overall input-referred noise and area of the 

entire recording channel. The OTA input is typically 

designed as a differential structure to filter out the common-

mode noise and implemented to be achieved high 

transconductance gm. In the LNA design, the gm of the OTA 

input stage determines the overall input noise performance 

and needs to be high for reducing thermal noise contribution 

[6], [7]. For mitigating the flicker noise contribution from 

the LNA, the input stage of the OTA is designed with large 

size. In summary, to lower the thermal noise and flicker 

noise contributions from the LNA, the operation region of 

the OTA input stage is pushed into the subthreshold region, 

thereby achieving high gm, and the OTA input pair is 

designed with a large size [6], [7]. 

Fig. 2 shows differential input stages used in the OTA of 

the LNA. Figs. 2(a) and (b) are input pairs implemented by 

using PMOS and NMOS, respectively, [6], [7], [18], [22], 

and [23]. Compared to the designs of Figs. 2(a) and (b), the 

inverter-based (or current reuse) input pair can boost gm by 

about two times while consuming the same bias current as 

the bias current in the PMOS and NMOS input pairs, as 

shown in Fig. 2(c) [8]−[11], [15]−[17]. By stacking PMOS 

and NMOS in a single current branch, the noise efficiency 

factor (NEF) is improved without an increase in power 

consumption. Thus, the inverted-based input pair is widely 

employed for designing the energy-efficient LNA. However, 

the design area increases by about two times compared to the 

PMOS (or NMOS) input pair. That is why the inverter-based 

topology is usually applied to the noise- and power-sensitive 

stage such as LNA. After amplifying neural signals through 

the LNA, the PGA further amplifies the LNA output signal. 

Since the LNA output signal is on the order of mV, the noise 

performance required by the PGA is more relaxed than the 

LNA. Thus, to save the design area, the PMOS (or NMOS) 

input pair is employed for the PGA input stage while 

consuming a very low bias current. 

To further improve the NEF of the LNA, the inverter-

based topology can be stacked, whereas the design area 

increases, as shown in Fig. 2(d) [12], [13]. Also, when 

applying the stacked inverter-based input pair to the LNA, 

the bias point of the OTA needs to be carefully set. 

Compared to the single inverter-based input pair driven by 

VDD-LNA, the stacked inverter-based input pair can require a 

higher supply voltage than VDD-LNA, resulting in increased 

power consumption. Also, if the low supply voltage is used, 

the gate terminals of the stacked inverter-based input pair 

should be individually biased for proper DC bias setup, 

compared to the single inverter-based input pair where 

PMOS and NMOS gate terminals are tied together and 

biased [12], [13]. 

 

C. Front-End Channel using Low Supply Voltage 

The straightforward way to lower the system power 

consumption is to reduce the supply voltage throughout the 

whole recording chain (e.g., VDD-LNA, VDD-PGA, and VDD-Buf) 

[14]−[17]. In the multichannel recording system, multiple 

LNAs and PGAs share a single ADC for an area-efficient 

design, meaning that most of the power consumption in the 
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entire recording system occurs in the array composed of the 

LNAs and PGAs. 

As shown in Fig. 3(a), when the LNA and PGA are driven 

by using the same supply voltages (VDD-LNA1 = VDD-PGA1), the 

LNA output has sufficient voltage headroom, whereas the 

PGA output has less voltage headroom because the signal is 

further amplified than the LNA output. For optimizing the 

power consumed by each amplification stage, the dual 

supply voltages, VDD-LNA2 and VDD-PGA2, can be applied to 

reduce surplus voltage headroom while keeping the 

amplifier in the proper operation region, as shown in Fig. 3(b) 

[15], [16]. For operating the recording system using dual 

supply voltages, the external low supply voltage can be up-

converted to a higher supply voltage through one charge 

pump and one low-dropout (LDO) regulator [15]. Also, the 

dual supply voltages can be generated through the buck 

converter [16]. Then, the low supply voltage is used for the 

LNAs, and the higher supply voltage is employed for the 

PGAs. Thus, wasted power is reduced by optimizing the 

voltage headroom of each amplification stage. 

However, when operating the OTA composed of the 

inverter-based input pair by using a low supply voltage, the 

overdrive voltage of input circuits may not be set to push the 

devices into the saturation (or subthreshold) region. To 

overcome this DC bias setup issue, the individual bias 

voltages can be applied to the OTA input terminals by 

placing the decoupling capacitor between PMOS and NMOS 

of the inverter-based input pair [16], [17]. The recording 

system driven by using the low supply voltage can reduce 

the overall power consumption of recording channels, 

whereas a well-regulated supply voltage is required. Also, 

the circuits driven under the low supply voltage can be 

vulnerable to PVT (process, voltage, and temperature) 

changes, meaning that the recording system can experience 

unstable operation when implanted in vivo. Therefore, 

sophisticated design techniques are required to ensure 

reliable system operation. 

 

D. Neuronal Activity-Dependent Recording System 

When the neural recording system is designed by 

incorporating the wireless communication circuits, the 

digitized neural data through the ADC can be transmitted to 

the RF transmitter. Throughout the whole recording system, 

the analog front-end channel array, buffer, and RF 

transmitter are power-hungry building blocks. However, 

when conducting the recording experiment in vivo (or in 

vitro), the recording system doesn’t always monitor 

meaningful neural signals from the microelectrode array, 

resulting in significant power consumption. The circuits 

always perform digital conversion and wireless data 

transmission, even for meaningless neuronal data, which 

wastes the overall system power considerably. To overcome 

this wasted power issue and ensure energy-efficient system 

operation, the neuronal activity-dependent recording system 

is developed as shown in Fig. 4 [18]−[22]. 

Fig. 4 describes the block diagram of the wireless neural 

recording system incorporating the spike detector and 

power/data management circuits. The spike detector always 

senses the neural signals to snatch the spikes. Then, 

according to the detected neural spikes, the spike detector 

generates the control signals for delivering power and 

transmitting neural data. Neural spike detection can be 

conducted through analog signal processing [18], [19] and 

digital signals processing [20], [21]. During the spike 

detection in the analog domain, the amplified neural signal 

is compared to a manually (or automatically) set threshold 

through the comparator. When the neural signal exceeds the 

threshold, the comparator generates enable signal for 

controlling the power delivery and data transmission. During 

the spike detection in the digital domain, digitized neural 

data is stored in the intermediate memory used to calculate 

the threshold. Then, the detected neural spike is transmitted 

to the output memory. Through this neuronal activity-

dependent system operation, the power consumed for 

meaningless signals can be saved. Therefore, the overall 

system power can be considerably reduced, and the battery 

lifetime also can be prolonged. 

III. CONCLUSION 

This paper briefly summarizes the energy-efficient design 

techniques for the electrical neural recording system. In 

addition to the energy-efficient design techniques introduced 

here, various factors need to be considered to ensure the 

reliable operation of the entire recording system. To process 

a vast amount of neural signals, the number of neural 

recording front-end channels must also increase within a 

limited silicon area [23], [24], meaning that the area of the 
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Fig. 3. Amplification stage of the front-end channel using (a) same supply voltages (VDD-LNA1 = VDD-PGA1) and (b) dual supply voltages (VDD-LNA2 ≠ VDD-PGA2). 
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single front-end channel needs to be reduced. After 

implanting the microelectrode array into the brain, the 

microelectrode array shows high output impedance (or 

tissue-electrode impedance), which can cause a loading 

effect between the electrode output and the input of the front-

end channel. To mitigate this loading effect, the input 

impedance of the front-end channel must be higher than the 

output impedance of the electrode site through the 

impedance boosting techniques [25], [26]. In addition, even 

if electrical stimulation artifacts are coupled to the input of 

the front-end channel, the front-end channel must process the 

voltage signal without signal distortion and voltage 

saturation by widening the system dynamic range [25], [26]. 

 
 

ACKNOWLEDGMENT 

This research was supported by the Brain Research 

Program under Grant 2017M3C7A1028859, Grant 

2020M3C1B8A01111568, Grant 2020M3H2A1078045, and 

the Information Technology Research Center (ITRC) 

Program under Grant IITP-2020-0-01778 funded by the 

Ministry of Science and ICT (MSIT), Korea. The chip 

fabrication and EDA tool were supported by the IC Design 

Education Center (IDEC), Korea. 

 

 

 

 

 

 

 

In Out In Out In Out In Out

In Out In Out In Out In Out

In Out In Out In Out In Out

In Out In Out In Out In Out

Analog Front-End Array

C1

C2

VDD-LNA

A1

C3

C4

VDD-PGA

A2VIn VOut

ADC

M
u

lt
ip

le
x
e
r

Buffer
RF

Transmitter

Microelectrode 

Array

N
e

u
ra

l 
S

p
ik

e
s

Power Up/ Down & Data Transmission Control

Spike Detector / Power & Data Management Circuits

Detected Data

Neural Spikes

Section-A: Power Up & Data Transmission
Section-B: Power Down & No Data Transmission

Spike Detection

Section-A

Section-B

Section-A Section-A

Section-B Section-B Section-B

DC-DC Converter

Low-Dropout

Regulator (LDO)

 

Fig. 4. Neuronal activity-dependent recording system scheduling power and controlling data transmission. 



IDEC Journal of Integrated Circuits and Systems, VOL 8, No.3, July 2022                                                               http://www.idec.or.kr 

REFERENCES 

[1] M. A. Lebedev and M. A. L. Nicolelis, “Brain-

machine interfaces: past, present and future,” Trends 

in Neurosciences, vol. 29, no. 9 pp. 536−546, Sep. 

2006. 

[2] E. R. Kandel, J. H. Schwartz, T. M. Jessell, S. A. 

Siegelbaum, and A. J. Hudspeth, Principles of neural 

science, 5th ed. New York, New York: McGraw-Hill, 

2012. 

[3] T. Lee and M. Je, “Multimodal neural interface 

circuits for diverse interaction with neuronal cell 

population in human brain,” IEEE Trans. Circuits 

Syst. II, vol. 68, no. 2, pp. 574−580, Feb. 2021. 

[4] K. D. Wise, D. J. Anderson, J. F. Hetke, D. R. Kipke, 

and K. Najafi, “Wireless implantable microsystems: 

high-density electronic interfaces to the nervous 

system,” Proc. IEEE, vol. 92, no. 1, pp. 76−97, Jan. 

2004. 

[5] NeuroNexus, 2021 electrode array design catalog. 

Accessed: Aug. 16, 2021. [Online]. Available: 

https://www.neuronexus.com/products/catalog 

[6] R. R. Harrison and C. Charles, “A low-power low-

noise CMOS amplifier for neural recording 

applications,” IEEE J. Solid-State Circuits, vol. 38, 

no. 6, pp. 958−965, Jun. 2003. 

[7] R. R. Harrison “The design of integrated circuits to 

observe brain activity,” Proc. IEEE, vol. 96, no. 7, pp. 

1203−1216, Jul. 2008. 

[8] M. Chae, J. Kim, and W. Liu, “Fully-differential self-

biased bio-potential amplifier,” Electronics Letters, 

vol. 44, no. 24, pp. 1390−1391, Nov. 2008. 

[9] L. Liu, X. Zou, W. L. Goh, R. Ramamoorthy, G. Dawe, 

and M. Je, “800 nW 43 nV/√Hz neural recording 

amplifier with enhanced noise efficiency,” Electronics 

Letters, vol. 48, no. 9, pp. 479−480, Apr. 2012. 

[10] X. Zou et al., “A 100-channel 1-mW implantable 

neural recording IC,” IEEE Trans. Circuits Syst. I, vol. 

60, no. 10, pp. 2584−2596, Oct. 2013. 

[11] K. A. Ng and Y. P. Xu, “A low-power, high CMRR 

neural amplifier system employing CMOS inverter-

based OTAs with CMFB through supply rails,” IEEE 

J. Solid-State Circuits, vol. 51, no. 3, pp. 724−737, 

Mar. 2016. 

[12] L. Shen, N. Lu, and N. Sun, “A 1-V 0.25-μV inverter 

stacking amplifier with 1.07 noise efficiency factor,” 

IEEE J. Solid-State Circuits, vol. 53, no. 3, pp. 

896−905, Mar. 2018. 

[13] S. Mondal and D. A. Hall, “A 13.9-nA ECG amplifier 

achieving 0.86/0.99 NEF/PEF using AC-coupled 

OTA-stacking,” IEEE J. Solid-State Circuits, vol. 55, 

no. 2, pp. 414−425, Feb. 2020. 

[14] R. Muller, S. Gambini, and J. M. Rabaey, “A 

0.013mm2, 5 W, DC-coupled neural signal 

acquisition IC with 0.5 V supply,” IEEE J. Solid-State 

Circuits, vol. 47, no. 1, pp. 232−243, Jan. 2012. 

[15] D. Han, Y. Zheng, R. Rajkumar, G. S. Dawe, and M. 

Je, “A 0.45 V 100-channel neural-recording IC with 

sub-W/channel consumption in 0.18 m CMOS,” 

IEEE Trans. Biomed. Circuits Syst., vol. 7, no. 6, pp. 

735−746, Dec. 2013. 

[16] F. M. Yaul and A. P. Chandrakasan, “A noise-efficient 

36nV/√Hz chopper amplifier using an inverter-based 

0.2-V supply input stage,” IEEE J. Solid-State 

Circuits, vol. 52, no. 11, pp. 3032−3042, Nov. 2017. 

[17] S.-J. Kim et al., “A sub-W/ch analog front-end for Δ-

neural recording with spike-driven data compression,” 

IEEE Trans. Biomed. Circuits Syst., vol. 13, no. 1, pp. 

1−14, Feb. 2019. 

[18] R. R. Harrison et al., “A low-power integrated circuit 

for a wireless 100-electrode neural recording system,” 

IEEE J. Solid-State Circuits, vol. 42, no. 1, pp. 

123−133, Jan. 2007. 

[19] L. Liu, L. Yao, X. Zou, W. L. Goh, and M. Je, “Neural 

recording front-end IC using action potential detection 

and analog buffer with digital delay for data 

compression,” in Proc. Ann. Int. Conf. IEEE Eng. 

Med. Biol. Soc., Jul. 2013, pp. 745−750. 

[20] R. H. Olsson III and K. D. Wise, “A three-dimensional 

neural recording microsystem with implantable data 

compression circuitry,” IEEE J. Solid-State Circuits, 

vol. 40, no. 12, pp. 2796−2804, Dec. 2005. 

[21] B. Gosselin et al., “A mixed-signal multichip neural 

recording interface with bandwidth reduction,” IEEE 

Trans. Biomed. Circuits Syst., vol. 3, no. 3, pp. 

129−141, Jun. 2009. 

[22] S. B. Lee, H.-M. Lee, M. Kiani, U.-M. Jow, and M. 

Ghovanloo, “An inductively powered scalable 32-

channel wireless neural recording system-on-a-chip 

for neuroscience applications,” IEEE Trans. Biomed. 

Circuits Syst., vol. 4, no. 6, pp. 360−371, Dec. 2010. 

[23] U. Frey et al., “Switch-matrix-based high-density 

microelectrode array in CMOS technology,” IEEE J. 

Solid-State Circuits, vol. 45, no. 2, pp. 467−482, Feb. 

2010. 

[24] C. M. Lopez et al., “An implantable 455-active-

electrode 52-channel CMOS neural probe,” IEEE J. 

Solid-State Circuits, vol. 49, no. 1, pp. 248−261, Jan. 

2014. 

[25] H. Chandrakumar and D. Marković, “A high dynamic-

range neural recording chopper amplifier for 

simultaneous neural recording and stimulation,” IEEE 

J. Solid-State Circuits, vol. 52, no. 3, pp. 645−656, 

Mar. 2017. 

[26] H. Chandrakumar and D. Marković, “An 80-mVpp 

linear-input range, 1.6-GΩ input impedance, low-

power chopper amplifier for closed-loop neural 

recording that is tolerant to 650-mVpp common-mode 

interference,” IEEE J. Solid-State Circuits, vol. 52, no. 

11, pp. 2811−2828, Nov. 2017. 



IDEC Journal of Integrated Circuits and Systems, VOL 8, No.3, July 2022                                                               http://www.idec.or.kr 

Tae Ju Lee received the B.S. degree 

in electrical, electronics, and 

communication engineering from 

the Korea University of Technology 

and Education (KOREATECH), 

Cheonan, South Korea, in 2014, the 

M.S. degree in information and 

communication engineering from 

the Daegu Gyeongbuk Institute of 

Science and Technology (DGIST), 

Daegu, South Korea, in 2016, and 

the Ph.D. degree in electrical engineering from the Korea 

Advanced Institute of Science and Technology (KAIST), 

Daejeon, South Korea, in 2021. 

From 2014 to 2016, he was with the DGIST, where he was 

involved in developing neural recording ICs and brain 

rehabilitation systems. From 2017 to 2020, he was with the 

KAIST, where he developed multichannel electrical neural 

recording ICs and led the development of multimodal neural 

recording ICs monitoring APs/LFPs/Calcium ions for 

conducting the cell-type-specific study in complex neural 

networks. He also developed the implantable electrical 

neural recording module for use in peripheral nerves and was 

involved in various in vivo experiments using the customized 

neural probe and neural activity readout IC. He is currently 

a Postdoctoral Researcher at the IMPACT Lab, KAIST.  

His current research interests include neural interfaces 

focusing on the monitoring of multiple neural signals. 

 

 

Min Kyu Je received the M.S. and 

Ph.D. degrees in electrical 

engineering and computer science 

from the Korea Advanced Institute 

of Science and Technology 

(KAIST), Daejeon, South Korea, in 

1998 and 2003, respectively. 

He joined Samsung Electronics, 

Giheung, South Korea, as a Senior 

Engineer, in 2003, where he worked 

on multi-mode multi-band RF 

transceiver SoCs for GSM/GPRS/EDGE/WCDMA 

standards. From 2006 to 2013, he was with the Institute of 

Microelectronics (IME), Agency for Science, Technology 

and Research (A∗STAR), Singapore. He worked as a Senior 

Research Engineer, from 2006 to 2007, a Member of 

Technical Staff, from 2008 to 2011, a Senior Scientist, in 

2012, and a Deputy Director, in 2013. From 2011 to 2013, 

he led the Integrated Circuits and Systems Laboratory, IME, 

as a Department Head. In IME, he led various projects 

developing low-power 3D accelerometer ASICs for high-

end medical motion sensing applications, readout ASICs for 

nanowire biosensor arrays detecting DNA/RNA and protein 

biomarkers for point-of-care diagnostics, ultra-low-power 

sensor node SoCs for continuous real-time wireless health 

monitoring, and wireless implantable sensor ASICs for 

medical devices, as well as low-power radio SoCs and 

MEMS interface/control SoCs for consumer electronics and 

industrial applications. He was also a Program Director of 

NeuroDevices Program under A∗STAR Science and 

Engineering Research Council (SERC), from 2011 to 2013, 

and an Adjunct Assistant Professor with the Department of 

Electrical and Computer Engineering, National University 

of Singapore (NUS), from 2010 to 2013. From 2014 to 2015, 

he was an Associate Professor with the Department of 

Information and Communication Engineering, Daegu 

Gyeongbuk Institute of Science and Technology (DGIST), 

South Korea. Since 2016, he has been an Associate Professor 

with the School of Electrical Engineering, KAIST. He is the 

author of five book chapters and has more than 290 peer-

reviewed international conference and journal publications 

in the areas of sensor interface IC, wireless IC, biomedical 

microsystem, 3D IC, device modeling and nanoelectronics. 

He also has more than 50 patents issued or filed. His main 

research interests include advanced IC platform 

development, including smart sensor interface ICs and ultra-

low-power wireless communication ICs, as well as 

microsystem integration leveraging the advanced IC 

platform for emerging applications, such as intelligent 

miniature biomedical devices, ubiquitous wireless sensor 

nodes, and future mobile devices. He has served on the 

Technical Program Committee and Organizing Committee 

for various international conferences, symposiums, and 

workshops, including the IEEE International Solid-State 

Circuits Conference (ISSCC), the IEEE Asian Solid-State 

Circuits Conference (A-SSCC), and the IEEE Symposium 

on VLSI Circuits (SOVC). He is currently working as a 

Distinguished Lecturer of the IEEE Circuits and Systems 

Society. 

 


